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증기기관부터 인터넷에 이르기까지, 과거에 등장한 혁신 
기술은 산업을 재편하고 새로운 시장을 창출함으로써 경제 
발전의 새로운 흐름을 일으켰습니다. 오늘날 인공지능(AI)과 
'컴퓨팅'(연산) 역량의 발전은 기계가 인지적 작업을 수행할 
수 있게 하여 혁신과 성장이 가속화되는 새로운 시대를 여는 
중요한 전환점이 되고 있습니다. 

지난 2년간 챗봇이 대중의 주목을 받았다면, 이제 AI 
에이전트와 피지컬 AI(로보틱스)가 생산성 향상의 다음 
흐름을 이끌어 갈 기세입니다. 

 •  AI는 모든 필수 자원의 한계 생산비용을 획기적으로 
줄이고, 이른바 ‘풍요의 시대’로 이끌 잠재력을 
보유합니다.

 •  AI 기반의 자동화는 글로벌 국내총생산(GDP)의 대규모 
성장을 견인할 수 있으며, 연간 경제 생산성 증가분이 
향후 10년 동안 약 10조 달러에 달할 수 있습니다. 

 •  브룩필드는브룩필드는 AI 관련 인프라에 투입될 총지출이 향후 관련 인프라에 투입될 총지출이 향후 
10년간 년간 7조 달러조 달러를 넘어설 것으로 추정합니다.를 넘어설 것으로 추정합니다. 

시장 변동성이 존재하지만 당사는 다음 요인들에 힘입어 
AI 성장이 이어질 것으로 예상합니다. 

 •  먼저, 국가 차원의 자국 내 컴퓨팅 수요입니다먼저, 국가 차원의 자국 내 컴퓨팅 수요입니다. 
각국 정부는 상업 및 국가 안보 우선순위에 따라 AI 
기가팩토리 설립을 지원하고, 핵심 반도체 공급망을 
보호하며, AI 투자 유치를 위해 인허가 및 전력망 
상호연결 정책을 개정하기 시작했습니다. 

 •  또한, 연산 비용이 저렴해지면서또한, 연산 비용이 저렴해지면서 AI 수요 증가로 이어질 수요 증가로 이어질 
것입니다것입니다. 효율성이 높아지면 소비가 증가하는 제번스의 제번스의 
역설역설(Jevons Paradox) 현상이 발생합니다. 예를 들어, 
지난 70년간 전기 가격이 하락하면서 에너지 소비가 
증가해, 글로벌 전력 시장은 약 5배 성장했습니다. 

AI가 성장하면서 투자 가능한 다양한 비즈니스 모델이 
탄생하고 있으며, 각 모델은 ‘AI 인프라’ 체계에서 중요한 
역할을 담당하고 있습니다. 

 •  AI 팩토리를 통한 팩토리를 통한 하이퍼스케일 컴퓨팅하이퍼스케일 컴퓨팅은 전통적인 
인프라 섹터보다 매력적인 위험-보상 비율과 프리미엄을 
제공할 수 있습니다. 

 •  구독형 그래픽처리장치 서비스구독형 그래픽처리장치 서비스(GPUaaS) 및 컴퓨팅 및 컴퓨팅 
인프라인프라는 매력적인 인프라 자산과 유사한 특성을 제공할 
수 있습니다. 

 •  전력 솔루션전력 솔루션은 각종 계약과 자금 조달을 통해 소비자 측 
분산설비(behind-the-meter, BTM) 공급을 가속화하는 
강력한 수단으로 부상하고 있습니다. 

 •  전략적 연관 분야 및 자본 파트너십전략적 연관 분야 및 자본 파트너십은 전용 광통신망, 
순환경제 네트워크, 로보틱스, 반도체 제조업 등 광범위한 
AI 밸류체인 전반에서 자본 활용을 강화할 수 있습니다. 

AI의 물리적 기반을 설계하고 이에 투자하며 미래에도 
경쟁력을 유지하려면, 병목 현상이 발생하는 지점과 다음 
도약이 발생할 분야를 반드시 파악해야 합니다.

 •  전력망 제약: 전력망 제약: 일부 시장에서는 전력 생산 능력이 
충분하더라도 전력망 연결에 최대 10년이 걸릴 수 
있습니다. 

 •  모델 효율성:모델 효율성:  AI 모델의 효율성이 개선되면, 각 작업에 
필요한 연산 자원이 감소합니다.

 •  스케일링 법칙:스케일링 법칙: 모델과 데이터셋이 클수록 더 높은 연산 
능력이 필요하며, ‘더 스마트한’ 사고 과정에는 더 많은 
연산이 필요합니다.

 •  학습학습 vs 추론:추론: 향후 2030년까지 AI 연산 수요의 약 75%는 
추론 단계에서 발생할 것으로 예상됩니다.

 •  양자 컴퓨팅:양자 컴퓨팅: 궁극적으로 양자 컴퓨터는 특정 과제에 
집중해 AI 연산을 보완할 것입니다.

 •  로보틱스:로보틱스: AI 기반 로보틱스는 아직 초기 단계지만, 
향후 10년 내에 도입 추세가 ‘S자 곡선’을 그릴 것으로 
예상하며 세계 최대 산업 중 하나로 성장할 것으로 
기대합니다.

 •  기술 진부화: 기술 진부화: 전력·냉각 시스템을 손쉽게 업그레이드할 
수 있도록 AI 허브를 모듈형으로 설계해야 합니다. 반도체 
기술도 빠르게 진화할 것입니다. 

AI 기반을 구축하는 과정에서 발생하는 리스크를 관리하려면, 
핵심 AI 인프라를 개발·운영하는 전문 역량이 필요합니다. 
이는 한 세대에 한 번 찾아오는 기회로, 시장을 깊이 이해하고 
적절한 운영 자산에 접근할 수 있는 탁월한 운영 주체만이 
고도의 전문성이 요구되는 이 복잡한 자산군에서 궁극적으로 
성공할 것입니다. 

핵심 인사이트핵심 인사이트 AI의 기반 다지기 

핵심 인사이트
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Technological progress has always hinged 
not merely on breakthrough ideas but also 
on the infrastructure that scaled them into 
everyday life. 

The steam engine unlocked mechanized industry, but 
only after railways, coal supply chains and factories were 
built to harness its power. The telephone revolutionized 
communication, but only after vast networks of wires, 
switches and operators connected households and 
businesses. Electricity changed every facet of daily life, 

enabled by a massive buildout of power plants and 
transmission lines. Each of these breakthroughs 
catalyzed new industries, boosted productivity and 
redefined economic potential. 

Today, artificial intelligence (AI) is poised to become the most 
impactful general-purpose technology in history. It could 
transform industries—and life as we know it—through faster 
drug discovery, better healthcare diagnoses, autonomous 
vehicles, natural disaster predictions, home robotics care 
and beyond. Long-term, AI has the potential to significantly 
reduce the marginal costs of producing all essential 
resources, and lead to a so-called Age of Abundance.

Yet none of these breakthroughs will be possible without the 
buildout of capital-intensive physical infrastructure to 
support the adoption of AI. This includes AI factories, power 
& transmission, compute infrastructure and strategic 
adjacencies & capital partnerships—adding up to an 
investment opportunity of over $7 trillion1 over the next 
decade (see Figure 1). 

A Revolution 
in the Making

AI Factories 

Development of new data center 
capacity from land acquisition to ready-
for-service

$2T

Figure 1: The AI Infrastructure Value Chain Represents a $7 Trillion Investment Opportunity

Baseload power and electricity transmission 
infrastructure to energize compute

$0.5T
Power &
Transmission

Dedicated fiber connectivity, cooling 
solutions and semiconductor and  
robotics manufacturing 

$0.5T
Strategic Adjacencies
& Capital Partnerships

GPU partnerships, as well as design and 
manufacturing of chips

$4T
Compute
Infrastructure

Source: Brookfield internal research.

“Just as electricity generation plants powered the last one, 
AI factories are driving a new industrial revolution. AI is the 
infrastructure to advance society, and the time to build it is now.”
– Jensen Huang, Founder and CEO of NVIDIA (July 2025)

““발전소가발전소가  지난지난  산업혁명의산업혁명의  동력이동력이  되었듯되었듯, , AI AI 팩토리가팩토리가  새로운새로운  
산업혁명을산업혁명을  주도하고주도하고  있습니다있습니다. . AIAI는는  사회의사회의  진보를진보를  위한위한  인프라이며인프라이며, , 
지금이지금이  바로바로  이이  인프라를인프라를  구축해야구축해야  할할  시점입니다시점입니다.” .” 
– 젠슨 황(Jensen Huang), 엔비디아 창립자 겸 CEO(2025년 7월) 

기술 진보는 언제나 혁신적 아이디어와 
더불어, 그 아이디어를 일상생활로 확산시키는 
인프라에 의해 실현되어 왔습니다. 

산업의 기계화를 주도한 것은 증기기관이지만 철도와 
석탄 공급망, 그리고 동력을 활용할 공장이 갖춰진 이후에 
비로소 그 힘을 발휘했습니다. 전화는 통신 방식의 혁신을 
일으켰지만, 가정과 기업을 연결하는 광범위한 통신망과 
교환기, 교환 인력이 구축된 이후에 이러한 혁신이 널리 
확산되었습니다. 전기는 발전소와 송전망이 대규모로 구축된 
후에야 우리 일상의 모든 측면을 변화시켰습니다. 이러한 
혁신은 새로운 산업을 촉발하고 생산성을 높였으며, 경제적 
가능성을 새로 정의했습니다. 

오늘날 인공지능(AI)은 역사상 가장 영향력 있는 범용 
기술로 부상할 준비를 갖췄습니다. AI는 신약 개발 가속화, 
의료 진단 정밀도 향상, 자율주행차, 자연재해 예측, 가정용 
돌봄 로봇 등 다양한 산업을 변혁시키고 우리의 삶 자체를 
바꿀 수 있습니다. 장기적으로 AI는 모든 필수 자원의 한계 
생산비용을 획기적으로 줄이고, 이른바 ‘풍요의 시대’를 열 
잠재력을 가졌습니다. 

그러나 AI 도입을 뒷받침할 자본집약적 물리적 인프라 없이는 
이러한 혁신이 불가능합니다. 이 인프라에는 AI 팩토리, 
전력 및 송전, 컴퓨팅 인프라, 전략적 연관 분야 및 자본 
파트너십이 포함되며, 이는 향후 10년간 7조 달러1 이상의 
투자 기회로 이어질 것입니다(자료 1 참조).  

자료 1 AI 인프라 밸류체인은인프라 밸류체인은 7조 달러 규모의 투자 기회를 시사함 조 달러 규모의 투자 기회를 시사함 

AI 팩토리팩토리 

2조 달러조 달러 
토지 매입부터 서비스 가동 준비까지, 
데이터센터 신규 용량 개발 

컴퓨팅 인프라 컴퓨팅 인프라 

4조 달러조 달러 
GPU 파트너십과 반도체 설계 및 제조 

변혁의 서막 변혁의 서막 

전력 및 송전 전력 및 송전 

5,000억 달러억 달러 
컴퓨팅 전력 공급을 위한 기저부하 전력 및 
송전 인프라 

전략적 연관 분야 및 자본 파트너십 전략적 연관 분야 및 자본 파트너십 

5,000억 달러 억 달러 
전용 광통신망 연결, 냉각 솔루션, 반도체 및 
로보틱스 제조  

AI의 기반 다지기 

출처: 브룩필드 내부 리서치. 

변혁의 서막
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과거 산업혁명과 AI 혁명에는 결정적 차이가 있습니다. AI는 
인지적 과제를 대규모로 증강하고 자동화함으로써, 경제 
생산성과 실질 노동 공급을 동시에 확대할 수 있습니다. AI 
기반의 자동화는 글로벌 국내총생산(GDP)의 대규모 성장을 
견인할 것으로 기대되며, 향후 10년 동안 연간 10조 달러 
이상의 경제 생산성 증가를 가져올 잠재력이 있습니다.2 

현재 대규모 언어모델(LLM), AI 에이전트 시스템(AI 
에이전트), 고도화된 추론 기술의 혁신이 AI 애플리케이션의 
핵심 동력으로 작용하고 있습니다. 실제 운영 단계에 있는 AI 
모델들은 특정 작업을 자동화하는 수준을 넘어, 챗봇을 통해 
점점 더 복잡한 업무 프로세스를 생성하고 있습니다. 그러나 
이러한 초기 혁신은 AI가 가진 잠재력의 극히 일부분에 
불과합니다. 끊임없는 혁신의 물결과 새로운 유형의 AI가 
윤곽을 드러내고 있으며, 각각 더 높은 수준의 연산 능력을 
필요로 하고 있습니다.

이러한 기술적 한계들이 AI 인프라가 구축되는 방식을 
변화시키고 있으며, 자본 집약적인 대규모 인프라 
구조를 필요로 합니다. 예를 들어, AI 연산은 기존 
클라우드 및 소프트웨어 애플리케이션에 사용되는 
일반 중앙처리장치(CPU)보다 훨씬 더 특화되고 고도로 
전문화된 그래픽처리장치(GPU)에 의존합니다. 이러한 
고밀도 AI 시스템은 더 많은 전력을 소모하여 액체 냉각 
시스템이 필요합니다. 한편, CPU는 전력 소모가 적어 

공기 냉각 시스템으로도 충분합니다. 게다가 AI 연산 및 
전력 수요가 급증하면서 디지털 인프라가 구축될 주요 
지역에서 개발 일정이 두 배로 늘어나고 전력망 접속 
승인까지 걸리는 시간이 3~6배 더 길어지고 있습니다.3 현재 
차세대 데이터센터 구축 시에는 GPU, 데이터 연결망, 관련 
하드웨어를 포함한 컴퓨팅 인프라가 전체 자본지출의 최대 
50%를 차지하고 있습니다. 

AI의 기반에 투자하기 위해서는 관련 리스크를 관리할 
수 있는 자본과 전문 지식이 필요합니다. 물론, 장기적 
성장 모멘텀은 분명합니다. AI 기술에 대한 폭발적 수요, 
기하급수적 데이터 증가, 지능형 시스템이 산업 전반에 
미치는 혁신적 영향력은 부인할 수 없습니다. 시장 
일각에서는 과열에 대한 우려를 제기하지만, 당사는 일단 
공급 과잉 리스크는 낮다고 판단합니다. 전망치가 대폭 
하향 조정되더라도 수요가 기존 및 계획 중인 인프라 용량을 
훨씬 초과할 것으로 보이기 때문입니다. AI 기술이 한층 더 
상용화되고 실제 비즈니스에 깊이 통합될수록, 확장 가능한 
고성능 인프라에 대한 필요성이 더욱 급증할 것입니다. 

브룩필드는 지금이 한 세대에 한 번 찾아올 절호의 
기회이며, 미래의 디지털 기반을 구축할 기회의 시작이라고 
판단합니다. 이는 경제 구조를 재편하고, 혁신을 주도하며, 
선도적 위치에 선 투자자에게 매력적인 위험조정수익을 
제공할 잠재력을 지닌 기회입니다. 

북프랑스에 건설될 AI 허브의 디지털 렌더링 이미지. 설명 목적에 한함. 

변혁의변혁의  서막서막  AI의 기반 다지기 

https://www.brookfield.com/views-news/insights/gridlock-why-investment-transmission-critical-reach-net-zero
https://www.brookfield.com/views-news/insights/gridlock-why-investment-transmission-critical-reach-net-zero
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AI 인프라 
수요 증가의 
가속화
이러한 혁명은 결코 쉽게 찾아오지 않습니다. 
모든 산업혁명은 과열된 낙관론을 거쳐, 
회의론이 뒤따르는 과정을 겪었습니다. AI 
역시 지금 비슷한 기로에 서 있습니다. 

공개 시장은 AI의 발전과 인프라 확충 필요성에 대한 
뉴스에 민감하게 반응해 왔습니다. ChatGPT 출시 이후, 
AI의 파급력에 대한 기대감으로 투자자 심리가 극도로 
고조됐습니다. 시장이 그 파괴적 잠재력을 빠르게 주가에 
반영하자, 기업 밸류에이션이 폭등했습니다. 그러나 이후 
새로운 모델들이 기능 한계를 계속 뛰어넘자, 일각에서는 
과연 그렇게 막대한 인프라 투자가 필요한지 의문을 제기하기 
시작했습니다. 

예를 들어, 2025년 초 딥시크(DeepSeek)는 주요 AI 연구소와 
비슷한 성능의 모델을 훨씬 낮은 비용으로 개발해 주목을 
받았습니다. 이에 따라, 중국 정부에서 육성하는 AI가 미국의 
AI와 동등한 성능이라면 하드웨어, 데이터센터, 전력 수요가 
예상보다 작을 수 있다는 우려가 제기되었습니다. 이후 시장 
일각에서는 데이터센터 및 관련 자산에 대한 수요의 지속성에 
의문을 제기하기도 했습니다. 

그러나, 브룩필드는 데이터센터 수요를 여전히 긍정적으로 
전망합니다. 단기적으로는 AI 에이전트와 같이 여러 개의 
AI 추론 작업을 결합해 하나의 목표를 달성하거나 심층 
연구를 수행하는 ‘복합 AI 모델’의 부상이 예상됩니다. 실무 
현장에서는 더 복잡한 작업을 처리하기 위해 더 효율적인 
모델의 사용이 증가하면서, 결과적으로 더 많은 연산 자원을 
소비하고 있습니다. 이러한 지속적인 연구 개발(R&D) 자체도 
모델 학습과 실험을 위해 더 많은 AI 연산 자원을 필요로 할 
것입니다. 무엇보다, 우리는 아직 인공 ‘지능’의 한계에 전혀 
근접하지 않은 상태입니다. 민간기업과 정부 모두 차세대 AI 
개발 경쟁에 수십억 달러를 투자하고 있습니다. 

국가국가  차원의차원의  전략적전략적  우선순위로우선순위로  부상한부상한 AI 
이제 AI는 상업적 이익과 국가 안보의 관점에서 국가 
차원의 전략적 우선순위로 부상했습니다. 각국 정부는 
AI 기가팩토리 설립을 지원하고, 핵심 반도체 공급망을 
보호하며, AI 투자를 유치하기 위해 인허가 및 전력망 
접속 정책을 개정하기 시작했습니다. 예를 들어, 우르줄라 
폰데어라이엔 유럽집행위원장은 2025년 초 파리에서 열린 

‘AI 액션 서밋(AI Action Summit)’에서 ‘인베스트AI(InvestAI) 
이니셔티브’를 발표했습니다. 이 프로젝트는 AI 산업에 최대 
2,000억 유로 규모의 민관 투자 유치를 목표로 합니다. 이 
중 200억 유로는 EU 지역에서 4곳의 ‘AI 기가팩토리’ 건설에 
투입됩니다. AI 기가팩토리는 초대형 컴퓨팅 허브로, 최첨단 
모델 학습용으로 설계된 고성능 AI 반도체 약 10만 개가 
탑재됩니다. 

정부가 전략적 투자자 및 운영사와 함께 국가 차원의 대규모 
AI 인프라를 구축하는 민관 파트너십 모델도 등장하고 
있습니다. 브룩필드는 프랑스 정부와 함께 프랑스 AI 산업에 
200억 유로를 투자하는 파트너십을 발표했으며, 스웨덴의 
국가 AI 전략을 지원하는 100억 달러 규모의 파트너십을 
발표했습니다. 이와 유사한 프로젝트가 북미, 유럽, 중동, 
아시아 전역으로 확산되면서, 국가 차원의 인프라 수요를 
촉진하고 있습니다. 

AI 시스템은 국방, 선거, 정치 구조를 재편할 잠재력이 
있습니다. 그 결과, 각국각국 정부는정부는 제2차 세계대전 당시의 동원 
체제나 코로나19 팬데믹 당시의 대응처럼, AI 인프라의인프라의  규제규제  
및및  직접직접  투자투자  모두에서모두에서  최전선에최전선에  설설  것입니다것입니다. 최근 몇 년간 
각국은 자국의 주권적 이익을 보호하기 위해 첨단 반도체 기술 
접근을 제한하는 등 수출 통제를 강화했습니다. 세계적으로 
탈세계화 흐름이 진행되는 만큼, 지역 단위의 AI 투자가 
가속화될 것으로 예상됩니다. 

이러한 환경에서는 적절한 파트너 선정이 대단히 중요합니다. 
정부의 정책 목표에 부합하는 기업은 대규모 자금 지원과 규제 
혜택을 받을 수 있는 반면, 그 외의 기업은 더 많은 장벽에 
직면할 수 있습니다. 

2025년 2월, 브룩필드 AI 인프라 글로벌 책임자 시칸더 라시드(왼쪽), 
에마뉘엘 마크롱 프랑스 대통령(오른쪽). 

AI 인프라인프라  수요수요  증가의증가의  가속화가속화 AI의 기반 다지기 

https://bam.brookfield.com/press-releases/brookfield-invest-eu20-billion-frances-ai-infrastructure
https://bam.brookfield.com/press-releases/brookfield-advance-ai-infrastructure-sweden-through-sek-95-billion-investment
https://bam.brookfield.com/press-releases/brookfield-advance-ai-infrastructure-sweden-through-sek-95-billion-investment
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AI, 세계세계  주요주요  정상들의정상들의  전략적전략적  우선순위로우선순위로  부상부상 

“우리는 AI 발전의 가속화에 필요한 지식, 인재, 탈탄소화 에너지를 모두 갖추고 있다. 속도를 늦춰서는 
안 된다. 전 세계가 속도를 높이고 있다. 이것은 [기술적] 자립을 위한 싸움이다.” 

– 에마뉘엘에마뉘엘  마크롱마크롱  프랑스프랑스  대통령대통령 (2025년년 2월월) 

“유럽은 [AI 혁신을] 한 단계 더 끌어올려야만 한다…. 지난 20년간 미국과 중국의 경제는 유럽 경제에 
비해 훨씬 빠르게 성장해 왔다.” 

– 울프울프  크리스테르손크리스테르손  스웨덴스웨덴  총리총리 (2025년년 2월월) 

“전 세계 경쟁자들이 이러한 기술을 선점하기 위해 경쟁하는 가운데, 미국이 압도적인 글로벌 기술 
패권을 손에 넣고 유지하는 것은 국가 안보의 핵심 과제다. 우리의 미래를 지키기 위해, 미국의 혁신 
역량을 최대한 활용해야 한다.” 

– 도널드도널드 J. 트럼프트럼프  미국미국  대통령대통령 (2025년년 7월월) 

“우리는 캐나다의 기술과 캐나다의 가치관에 기반해, 캐나다인을 보호하기 위해 이러한 역량을 
구축해야 한다. 외국 업체에 의존할 수는 없다. 이것이 새로운 현실이다…. 기존 방식은 더 이상 통하지 
않는다. 이것이 캐나다 안보를 위한 내 최우선 과제 중 하나다.” 

– 마크마크 카니카니 캐나다캐나다 총리총리 (2025년년 2월월) 

“AI 산업에는 기회를 놓치지 않고 적극적으로 나서는 정부의 지원이 필요하다. 치열한 경쟁 속에서 손 
놓고 있을 수는 없다. 글로벌 경쟁에서 승리하기 위해 신속히 움직이고 행동해야 한다.” 

– 키어키어 스타머스타머 영국영국 총리총리 (2025년년 1월월) 

“우리는 반도체 제조시설에 대한 설비 투자와 더불어, 인공지능, 양자과학, 기술 등의 분야에서 민관 
공동 연구, 개발, 투자도 적극 지원할 것이다.” 

– 기시다기시다 후미오후미오 전전 일본일본 총리총리 (2022년년 1월월) 
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프랑스프랑스 + 브룩필드브룩필드 

	• 	 브룩필드는 프랑스 정부와의 200억 유로 규모 전략적 
파트너십하에 첫 번째 AI 허브 설립을 확정하는 등 
프랑스 내 AI 인프라 투자를 가속화하고 있습니다. 

	• 	 이 파트너십은 2025년 2월 ‘AI 액션 서밋’에서 처음 
발표되었습니다. 이후 2025년 5월, 마크롱 대통령은 
브룩필드가 해당 파트너십의 일환으로 개발하는 첫 번째 
AI 허브 계획을 공식 발표하면서 “브룩필드의 200억 유로 
투자에 힘입어 프랑스가 주요 AI 리더들과의 경쟁에서 
계속 어깨를 나란히 할 수 있을 것”이라고 밝혔습니다. 

	• 	 북프랑스의 E-Valley 단지가 핵심 거점으로 가장 먼저 
착공될 예정입니다. 단기적으로 최소 300MW에서 
시작해, 장기적으로 최대 1GW의 용량 확보를 목표로 
합니다. 해당 부지 한 곳에서만 100억 유로 이상의 
투자와 4,000개의 직·간접 일자리 창출이 예상됩니다. 

	• 	 또한 인근에 선정된 추가 부지와 두 곳과 함께, 총 
2GW 이상의 용량을 갖춘 유럽 최대 규모의 AI 인프라 
클러스터를 형성할 예정입니다. 

스웨덴스웨덴 + 브룩필드브룩필드 

	• 	 브룩필드는 스웨덴의 AI 인프라 개발을 지원하기 위해 
최대 100억 달러를 투자합니다. 

	• 	 이 투자는 브룩필드가 유럽에서 진행하는 최대 규모의 
AI 투자 중 하나로, 스웨덴 정부, 공공 기관, 학계, 현지 
기업과의 협력을 확대하는 의미를 지닙니다. 

	• 	 브룩필드의 투자는 스트렝네스(Strängnäs)에 신설될 
대규모 AI 센터를 중심으로 진행되며, 국가적 AI 전략을 
뒷받침하는 전략적 인프라 자산을 구축할 예정입니다. 

	• 	 해당 부지는 정규직 일자리 1,000개 이상을 창출하고, 
10년간의 건설 과정에서 추가 일자리 2,000개를 창출할 
것으로 예상됩니다. 이 시설은 스웨덴 최초는 물론, 
유럽에서도 선구적인 사례가 될 것입니다. 

북프랑스 AI 허브의 디지털 렌더링 이미지. 설명 목적에 한함. 

스트렝네스 AI 센터의 디지털 렌더링 이미지. 설명 목적에 한함. 
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제번스의제번스의 역설역설: AI 효율이효율이 높아지면높아지면 AI 수요가수요가 더더 
증가한다증가한다 
규모 확대와 효율성 향상으로 단가가 하락하면, 오히려 소비가 
더 늘어나는 현상이 발생할 수 있습니다. 이를 ‘제번스의 
역설(Jevons Paradox)’이라고 합니다. 1865년 경제학자 
윌리엄 스탠리 제번스는 영국에서 석탄 증기기관 효율이 
개선되자 석탄 소비량이 줄어들지 않고 오히려 증가하는 
현상을 관찰했습니다.

현대 기술에도 동일한 원리가 적용됩니다. 전력 산업을 예로 
들어보겠습니다. 전력 단가는 지난 70년간 생산성이 향상된 
결과, 인플레이션을 반영했을 때 약 65% 하락했습니다. 
그러나 같은 기간 동안 전체 에너지 소비량은 약 15배 
증가했습니다. 사용자가 증가하고, 1인당 사용량도 증가했기 
때문입니다. 그 결과, 전 세계 전력 시장의 규모는 약 5배 
확대되어 3조 달러 수준에 이르렀습니다(자료 2 참조).4 앞으로앞으로 
AI 연산연산 자원은자원은 전력과전력과 같은같은 필수필수 인프라의인프라의 영역에영역에 가까워질가까워질 
것으로것으로 예상합니다예상합니다. 전례전례 없는없는 수준의수준의 장기장기 수요가수요가 이를이를 
주도할주도할 것입니다것입니다. 

ChatGPT 출시 이후 OpenAI가 개발자에게 부과한 AI 토큰 
100만 개당 한계비용은 불과 18개월 만에 99% 하락했습니다. 
이는 알고리즘 개선과 GPU 성능 향상을 통해 달성된 결과로, 
GPU의 세대가 바뀔 때마다 연산 효율이 2~3배씩 증가하고 
있습니다.5 예를 들어, 엔비디아의 호퍼(H100) 아키텍처는 
이전 세대 대비 학습 처리 속도를 크게 높였습니다. 최근 
발표된 블랙웰(GB300)은 성능을 한층 더 끌어올려 훨씬 더 
큰 모델을 더 낮은 토큰당 비용으로 학습할 수 있을 것으로 
기대됩니다. 한편 주요 하이퍼스케일러의 미국 SEC 공시와 
실적 발표를 보면, 자본지출은 시간이 지날수록 계속 증가하고 
있습니다(자료 3 참조). 
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0 

출처: 미국 에너지정보청(EIA), 미국 노동통계국(BLS)
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자료 2 현실현실 속속 제번스의제번스의 역설역설: 전기전기 요금요금 

미국미국 전기전기 요금요금 ($/MWh, 인플레이션인플레이션 조정조정 기준기준) 

연간연간 전기전기 매출매출 ($B, 미국미국 인플레이션인플레이션 조정조정 기준기준 가격가격 참조참조)

AI 인프라인프라 수요수요 증가의증가의 가속화가속화 AI의 기반 다지기 
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“AI는 점점 더 많은 분야에서 상용화되고 실질적 기능을 수행하고 는 점점 더 많은 분야에서 상용화되고 실질적 기능을 수행하고 

있습니다있습니다. AI의 효율성이 높아지면 의 효율성이 높아지면 AI 수요가 더욱 확대될 것입니다.  수요가 더욱 확대될 것입니다. 

현시점에서는 인프라 과잉 투자의 가능성은 매우 낮다고 봅니다현시점에서는 인프라 과잉 투자의 가능성은 매우 낮다고 봅니다.” 

– 코너 테스키, 브룩필드 자산운용 대표 

자료 3 수조수조 달러의달러의 이동이동: 테크기업테크기업 역사상역사상 최대최대 규모의규모의 지출지출 

하이퍼스케일러하이퍼스케일러 자본지출자본지출 추이추이($B) 

마이크로소프트 아마존  알파벳  오라클

출처: 마이크로소프트, 메타, 아마존, 알파벳, 오라클의 SEC 공시 및 실적 발표 자료, 2025년. 연도별 데이터. 

메타

AI 인프라인프라 수요수요 증가의증가의 가속화가속화 AI의 기반 다지기 

2021A 2022A 2023A 2024A 2025E
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전체 AI 연산 10년년 CAGR

AI의 대규모 
확장을 
가능케 하는 
인프라 
AI가 진정한 잠재력을 발휘하여 경제 성장을 
견인하고 의료·금융·과학·지식산업 전반에서 
혁신을 촉진하려면 대규모 확장이 반드시 
필요합니다. 이를 위해서는 단순히 더 나은 
모델만으로는 부족합니다. 견고하고 확장 
가능한 인프라가 뒷받침되어야 합니다. 

AI 밸류체인은 여러 요소로 구성되지만, 브룩필드는 대규모 
AI를 구현하기 위한 핵심 인프라에 주목합니다. 
바로, 물리적 자산과 서비스입니다. 여기에는 AI 팩토리, 전력 
및 송전, 컴퓨팅 인프라, 전략적 연관 분야 및 자본 파트너십이 
포함됩니다. 

AI 팩토리팩토리 
현재 주류를 이루는 클라우드 데이터센터와 달리, AI 
팩토리는 첨단 냉각 시스템(액체 또는 침지 냉각)과 특화형 
네트워킹(인피니밴드 또는 이더넷)을 적용해 수천 개의 칩을 
클러스터링하는 최신 디지털 허브입니다. 생성형 AI의 급속한 
확산으로 데이터센터 수요가 전례 없는 규모로 폭발적으로 
증가하고 있습니다(자료 4 참조). 

AI 팩토리의 가동 전력 용량은 2024년 말 약 7GW에서 
2025년 말 약 15GW로 확대될 전망입니다.6 여기에 향후 
10년 동안 추가로 약 75GW가 더 늘어날 것으로 예상합니다. 
2034년경에는 AI 데이터센터 전체 용량이 약 82GW에 달해, 
불과 10년 만에 10배 이상 증가할 것으로 전망됩니다(자료 5 
참조).7 

자료 4 클라우드클라우드 vs AI 학습학습·추론에추론에 따른따른 데이터센터데이터센터 전력전력 수요수요 

글로벌글로벌 전체전체 설치설치 용량용량(GW) 
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약약 28% 
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클라우드 + 기타 기존 규모/하이퍼스케일

출처: 브룩필드 내부 리서치. 

 AI 학습 AI 추론

82GW 

2034 

AI의의 대규모대규모 확장을확장을 가능케가능케 하는하는 인프라인프라 AI의 기반 다지기 
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루빈 

자료 5 2034년까지년까지 AI 데이터센터데이터센터 용량용량 10배배 확대확대 전망전망 

글로벌글로벌 AI 팩토리팩토리 전체전체 설치설치 용량용량(GW) 

AI 학습 

출처: 브룩필드 내부 리서치. 

그 결과, AI 허브 구축 및 연산 하드웨어 확보에 필요한 자본 
규모가 폭발적으로 증가하고 있습니다. 또한 고강도 연산을 
필요로 하는 사용자 기반도 AI 연구소뿐 아니라, 기업의 
연구개발 부서와 각국 정부로 확대되고 있습니다. 이들 가운데 
상당수는 AI 연산 자원을 직접 보유하기보다 임대하는 방식을 
선택하고 있습니다. 

전력전력 및및 송전송전 
AI 작업은 기존 IT 작업보다 훨씬 더 많은 전력을 소모하기 
때문에, 안정적인 전력 공급이 최우선 과제가 되었습니다.  

AI 추론 

특히 대규모 모델의 고강도 연산 수요가 원인입니다. AI 
칩의 전력 밀도는 일반 서버의 약 10배에 달하며, 향후 몇 
년 안에 추가로 5~10배 더 증가할 것으로 예상됩니다. 일반 
데이터센터가 랙 하나당 10~15kW를 소비하는 반면, 고밀도 
AI 랙 하나는 120kW 이상을 소비할 수 있습니다. 이와 
동시에, 신형 AI 칩의 에너지 효율이 비약적으로 개선되고 
있습니다(자료 6 참조). 

그러나 효율이 높아지더라도, 작업량이 기하급수적으로 
증가하고 산업 전반으로 수요가 확산됨에 따라 전체 전력 
수요는 계속 급증할 수밖에 없습니다. 따라서따라서, 이제이제 AI 확장을확장을 
실현하려면실현하려면 전력전력 및및 냉각냉각 인프라가인프라가 AI 칩만큼이나칩만큼이나 중요합니다중요합니다.

자료 6 고성능고성능 AI 칩의칩의 전력전력 수요수요 

고성능고성능 AI 칩의칩의 전력전력 수요가수요가 계속계속 증가함증가함

전력전력 밀도밀도(kW/랙랙) 

엔비디아 A100 
2020

엔비디아 H100 
2022 

엔비디아 GB200 
2024 

엔비디아 루빈 
2026(추정) 

GPT-MoE-1.8T 

케플러
42,000

LLM 추론의추론의 에너지에너지 효율이효율이 점점점점 개선됨개선됨 

출처: 엔비디아. 

  호퍼 
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0 

출처: 브룩필드 내부 리서치. 

그 결과, 에너지 및 유틸리티 부문은 그 어느 때보다 강한 
압박과 새로운 기회를 동시에 마주하고 있습니다. 업계 
전문가들은 AI 수요를 소화하기 위한 발전 및 송전 인프라 
확충에 향후 10년간 5,000억 달러 이상의 자본투자가 필요할 
것으로 추정합니다. AI 인프라 개발사, 유틸리티 기업, 규제 
당국 간의 전략적 공조가 차세대 디지털 성장의 문을 여는 
열쇠가 될 것입니다. 

컴퓨팅컴퓨팅 인프라인프라 
컴퓨팅 인프라 영역에는 GPU 파트너십뿐 아니라, AI 학습 및 
추론을 가능케 하는 고성능 엔비디아 GPU 등 각종 칩 설계 및 
제조가 포함됩니다. 

초대형 AI 슈퍼컴퓨터를 향한 경쟁이 가속화되는 가운데, 
엔비디아의 블랙웰과 같은 최첨단 아키텍처는 이제 단일 AI 
시스템 내에서 72개의 GPU와 36개의 CPU를 연결합니다. 
마이크로소프트는 2024년 한 해 동안만 엔비디아 GPU를 약 
50만 장, 메타는 20만 장 이상 구매한 것으로 알려졌습니다.8 

이처럼 공급이 빠르게 부족해지면서, 차세대 반도체 
생산능력을 확보하려는 글로벌 경쟁이 더욱 치열해지고 
있습니다. 

생성형 AI가 창출할 경제적 파급력이 예상되자, GPU 시장은 
가장 규모가 크고 빠르게 성장하는 시장 중 하나로 자리 
잡았습니다. 당사는 GPU 누적 설치량이 2024년 약 700만 
장에서 2034년 4,500만 장으로 약 7배 증가할 것으로 
예상합니다. 이 기간 동안 GPU 하드웨어 누적 매출은 4조 
달러를 넘어설 것으로 추정합니다(자료 7 참조).9 지난 10년간 
GPU 성능은 1,000배 향상되어10 사실상 ‘무어의 법칙’을 
능가했습니다. AI 모델 학습에 사용 가능한 전체 연산 용량은 
지난 10년간 그 이전의 40년간 보다 더 크게 증가했습니다.11 

자료 7 GPU 누적누적 설치량설치량, 2034년까지년까지 7배배 증가증가 전망전망 

GPU 설치량설치량(단위단위: 1,000장장) 
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전문가들은 강인공지능(AGI)에 도달하려면 지난 
5년간 이뤄진 연산 성능 향상이 다시 반복되어야 한다고 
판단합니다. 최신 반도체 로드맵과 대규모 데이터센터 구축 
속도를 고려할 때, 당사는 해당 수준의 연산 성능 향상이 
2030년 전에 달성될 것으로 판단합니다. 

전략적전략적 연관연관 분야분야 및및 자본자본 파트너십파트너십 
AI 작업의 복잡성과 규모가 증가하면서, 이를 뒷받침하는 
전용 광통신망 연결, 액체 냉각 시스템, 순환경제 네트워크 
등의 인프라 수요도 함께 증가합니다. 이러한 연관 분야는 
AI의 지속적 성장을 가능하게 하는 핵심 동력이며, 인프라 
투자에 초점을 둔 자금을 활용할 수 있는 매력적인 투자 
기회를 제공합니다. 

또한 지정학적 환경 변화와 산업정책 변화로 인해, 서방 
국가에서는 공급망의 현지화(온쇼어링) 속도가 빨라지고 
있습니다. 그 결과, 반도체 제조, 로보틱스 생산, 모델 학습 
허브에 대한 새로운 투자 수요가 발생했습니다. 인텔과 
TSMC의 미국 내 제조 시설, 북미 및 유럽의 로보틱스 생산 
거점과 같은 프로젝트는 AI 경쟁력 확보를 위한 물리적 
인프라 구축의 대표적 사례입니다. 이러한 프로젝트를 
추진하는 자본 파트너십은 AI 밸류체인 전반을 뒷받침할 뿐 
아니라, 정부와 대기업의 지원을 받으면서 국가적 우선순위 
및 기술 주권에 부합하는 탄력적이고 장기적인 투자 기회를 
제공합니다. 

2022	 2023	 2024	 2025	 2026	 2027	 2028	 2029	 2030	 2031	 2032	 2033	 2034 

엔비디아 A100 엔비디아 H100 

다음 세대

엔비디아 H200 

기타 

엔비디아 L40S 엔비디아 B200 엔비디아 GB200 

사내 맞춤식 주문형 반도체(ASIC) 

AI의의 대규모대규모 확장을확장을 가능케가능케 하는하는 인프라인프라 AI의 기반 다지기 
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현재 투자 
가능한 
비즈니스 
모델 
AI의 잠재력은 무한하지만, 연산 및 에너지 
역량이 그 관문 역할을 합니다. AI의 토대를 
구축하려면, 전례 없는 규모의 자원이 
필요합니다. 이는 우리가 알고 있는 인프라 
투자의 개념 자체를 다시 정의할 것입니다. 

이미 최신 AI 모델의 학습 비용은 가파른 스케일링 법칙에 따라 
불과 몇 년 만에 약 10배 상승했습니다.12 한편 데이터센터 
산업이 급증하는 AI 작업량을 감당하려면 2030년까지 
현재의 3배 이상으로 용량을 확충해야 합니다.13 AI 프론티어 
연구소들은 이미 수십억 달러 규모의 확장 계획을 발표한 
상태입니다. 

이 성장은 투자 가능한 다양한 사업 모델을 창출하며, 각 모델은 
‘AI 인프라’라는 퍼즐에서 중요한 조각을 담당합니다. 

데이터센터데이터센터 및및 AI 팩토리팩토리 
맞춤형 전력 및 냉각 시스템을 갖춘 AI 특화형 하이퍼스케일 
데이터센터는 현재 가장 빠르게 성장 중인 인프라 영역 
중 하나입니다. 브룩필드가 북미(Compass), 유럽(Data4), 
아시아·태평양(DCI) 지역에 확보한 기존 데이터센터 플랫폼은 
오래전부터 구축한 관계성 네트워크와 디지털 인프라 니즈에 
대한 전문 지식을 바탕으로 이 흐름의 초반부터 수혜를 
받았습니다. 브룩필드는 캠퍼스 확장과 AI 최적화 설계(예: 랙 
밀도 상향, 온사이트 발전 설비 구축)를 통해 하이퍼스케일러 및 
AI 연구소의 폭발적 수요를 포착할 계획입니다. 

차세대 인프라 구축은 막대한 자본과 높은 복잡성이 수반되는 
만큼, 단위당 수익성이 매력적이며 전통적 인프라 대비 
프리미엄 수익을 제공합니다. 

전력전력 솔루션솔루션 
AI 캠퍼스 규모가 1GW 이상인 프로젝트에서는 전력 공급이 
성패를 좌우합니다. 이때 해법이 될 에너지 솔루션에 
도달하려면 모든 것을 아우르는 복합적 접근이 필요합니다. 
일부 대규모 개발 프로젝트는 재생에너지나 송전망 확충 
속도가 따라오지 못하는 지역에서 전력 수요를 충족하기 
위해 이미 천연가스 터빈 방식의 온사이트 발전을 도입하고 
있습니다. 또한 개념으로만 존재했던 첨단 원자력 기술도 
이제 실현 단계에 진입했습니다. 예를 들어, 구글은 
데이터센터에 탄소 무배출 에너지를 하루 24시간 365일 
공급하기 위해 사상 최초의 소형모듈원자로(SMR) 전력 
계약을 체결했습니다.14 

데이터센터 개발사는 모듈식 온사이트 발전을 통해 운영 
개시 일정을 단축할 수 있습니다. 이러한 확장형 시스템은 
향후 수요 증가에 맞춰 전력 공급 용량을 유연하게 확대할 수 
있습니다. 개발사들은 이러한 소비자 측 분산설비(behind-
the-meter, BTM) 인프라를 구축하기 위해 새로운 형태의 
자금 조달 구조를 모색하고 있습니다. 시장에서는 높은 
현금수익률, 장기 계약, 투자등급 장기 구매계약자와의 하방 
보호 등 매력적인 인프라 특성을 갖춘 계약을 자금 조달이 
가능하도록 안정적으로 구조화함으로써 자본 파트너십을 
제공할 수 있는 새로운 기회가 포착되고 있습니다. 

BTM 발전과 에너지 저장 솔루션을 결합하면 AI 팩토리가 
수요 변동을 더 효과적으로 관리하고 간헐적 재생에너지를 
더 효율적으로 통합하는 데도 도움이 될 수 있습니다. 
이러한 배터리 스토리지 시스템은 GPU 부하가 최고조에 
달하거나 정전이 발생할 때 비상 전력 및 전력망 안정성을 
보조함으로써 중요한 전력 복원 기능을 제공할 수 있습니다. 

AP300™ SMR. 웨스팅하우스는 원자력 산업에 핵심 기술, 제품, 서비스를 
제공하는 글로벌 선도 기업이며, 브룩필드의 포트폴리오 회사입니다. 

현재현재 투자투자 가능한가능한 비즈니스비즈니스 모델모델 AI의 기반 다지기 
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“지금 에너지 공급이 지금 에너지 공급이 

병목 현상을 일으키고 병목 현상을 일으키고 

있습니다있습니다. 해답은 소비자 측 해답은 소비자 측 

분산설비분산설비(BTM)에 있습니다에 있습니다. 
시간이 지나면 태양광시간이 지나면 태양광, 풍력풍력, 
원자력을 막론하고 전력이 원자력을 막론하고 전력이 

있는 곳으로 데이터센터가 있는 곳으로 데이터센터가 

이동하게 될 것입니다이동하게 될 것입니다.” 
– 시칸더 라시드, 브룩필드 AI 인프라 글로벌 
총괄 

구독형구독형 그래픽처리장치그래픽처리장치 서비스서비스 및및 컴퓨팅컴퓨팅 인프라인프라 
현재 전통적인 클라우드 서비스 업체들은 고성능 GPU 용량을 
빌려주는 방식으로 매력적인 수익을 창출하고 있습니다. 
예를 들어, 아마존 웹 서비스(AWS)는 AI 연산 서비스에서 
약 25~30%의 무차입 수익률을 달성했습니다.15 이러한 
하이퍼스케일러 업체는 기본 연산 자원(raw compute)에 
머신러닝 도구 및 기술 지원을 결합해 패키지로 제공하지만, 
최근에는 코어위브(CoreWeave)와 같은 AI 특화형 
네오클라우드 업체도 시장에 새롭게 등장했습니다. 

브룩필드는 신용도가 높은 거래 상대와 최소 고정요금이 
설정된(take-or-pay) 4~5년 만기 계약을 체결하는 방식을 
적용해, 당사가 인프라 투자처럼 리스크 특성이 매력적인 GPU 
자금 조달 모델을 구현했다고 판단합니다. 이러한 계약은 종종 
데이터센터 장기 임대차 계약과 연계되어, 최초 계약기간 종료 
후 갱신을 통해 추가 수익 창출 가능성이 높아집니다. 

브룩필드는 구독형 그래픽처리장치 서비스(GPUaaS) 
시장 규모가 2025년 약 300억 달러에서 2034년 2,500억 
달러 이상으로 성장할 것이라고 전망합니다.16 대규모 
설비투자 없이 AI 연산 자원을 필요에 따라 유연하게 
확보하려는 기업들이 대기업부터 스타트업까지 다양하기 
때문입니다(자료 8 참조). 

출처: 브룩필드 내부 리서치. 

자료 8 GPUaaS 시장시장, 2034년년 2,510억억 달러달러 돌파돌파 전망전망 

글로벌글로벌 수요수요($B) 

현재현재 투자투자 가능한가능한 비즈니스비즈니스 모델모델 AI의 기반 다지기 
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미래를 위한 
계획 
점점 더 강력해지는 AI 모델의 등장, 실시간 
추론에 대한 폭발적 수요, 그리고 현재 
존재하는 연산 역량의 물리적 한계가 AI 
인프라 사업자와 투자자 모두에게 전략적 
환경의 대대적 변화를 촉발하고 있습니다. 

AI의 물리적 기반을 설계하고 이에 투자하며 미래에도 
경쟁력을 유지하려면, 병목 현상이 발생하는 지점과 다음 
도약이 발생할 분야를 반드시 파악해야 합니다. 

전력망전력망 문제문제 
AI의 전력 수요를 전력망이 따라잡지 못하는 지역에서는 
온사이트 발전 또는 전용 재생에너지 설비가 성장세 유지의 
중심축이 될 것입니다. 이는 전력망 접속 승인까지 걸리는 
시간이 새로운 데이터센터를 짓는 데 걸리는 시간보다 
훨씬 길기 때문입니다(자료 9 참조). 미국의 경우, 전력망 
접속 승인까지 평균 대기 기간이 약 6년, 캘리포니아 같은 
시장에서는 최대 10년에 달합니다.17 

독립형(off-grid) 전력 시스템을 갖춘 데이터센터 프로젝트가 
올해 발표된 것만 약 2.7GW 규모에 달합니다. 전문 개발사와 
클라우드 대기업 모두 자체적인 전력 공급 설계를 검토 중이며, 
단일 캠퍼스 기준으로 최대 1GW 규모의 프로젝트 제안도 
나오고 있습니다.18 

모델모델 효율성효율성 
AI 모델은 연산 자원의 사용 효율이 비약적으로 개선되고 
있습니다. 예를 들어, 메타의 최신 Llama 4 모델은 전문가 
조합형(MoE) 아키텍처를 채택해 추론 단계에서 4,000억 개의 
파라미터 중 일부만 활성화함으로써 연산 비용과 지연 시간을 
크게 줄였습니다.19 딥시크와 같은 다른 모델도 이러한 추세를 
이어가며, GPT-4 출시 불과 몇 달 만에 추론 비용을 약 75% 
절감하면서도 GPT-4와 유사한 성능을 제공했습니다. 딥시크는 
저정밀 연산, 단일 추론 연산의 다중 단어 예측, 강화 학습을 
통한 자체 개선 등의 알고리즘 혁신을 통해 이와 같은 성과를 
냈습니다.20 
이렇게 AI 모델의 효율성이 개선되면, 각 작업에 필요한 연산 
자원이 감소합니다. 그러나, 제번스의 역설에서 관찰된 바와 
같이, 전체 수요는 오히려 증가하는 것입니다. 

스케일링스케일링 법칙법칙 
AI 프론티어 연구소들은 모델과 데이터셋이 커질수록 성능이 
향상되는 현상, 즉 ‘스케일링 법칙’을 계속 관찰하고 있습니다. 
다만, 이 성능 향상을 실현하려면 막대한 연산 용량이 
필요합니다. 

자료 9 전력전력 공급에서공급에서 하이퍼스케일하이퍼스케일 데이터센터데이터센터 개발의개발의 병목병목 현상이현상이 발생하는발생하는 이유이유 

하이퍼스케일하이퍼스케일 시설의시설의 전력전력 확보확보 및및 건설에건설에 소요되는소요되는 최대최대 기간기간(개월개월) 

시설 건설 

전력망 승인 대기 

출처: 브룩필드 내부 리서치. 

미국 평균 범위(현재) 미국 평균 범위(2022년 이전) 
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최신 파운데이션 모델의 학습을 위해서는 수만 장의 GPU를 
초저지연 네트워크로 연결해야 하며(빠르게 수십만 장 단위로 
확장되는 중), 마이크로초 단위의 지연조차 학습 속도에 병목 
현상을 일으킬 수 있습니다. 애플리케이션 측면에서는, 보다 
복잡한 AI 쿼리(답변당 더 많은 ‘생각 토큰’이 필요함)에도 초 
단위 이하의 응답 속도를 유지하려면 사용자와 물리적으로 
가까운 위치에 더 큰 GPU 클러스터를 구축해야 합니다. 

스케일링 법칙의 제약 요인은 이제 알고리즘이 아닌 인프라로 
이동하고 있습니다. 밀집배치(co-located) 방식으로 고밀도 
연산 클러스터를 구축할 수 있는 역량이 성장의 핵심 요건이 
되었으며, 이제는 알고리즘 혁신보다 물리적 용량이 성장을 
제약하는 요인으로 작용하고 있습니다. 

학습과학습과 추론추론 
현재까지는 새로운 AI 모델의 학습에 대부분의 연산 자원을 
소비해 왔지만, 앞으로는 모델을 실제 환경에서 실행하는 
‘추론’이 연산 수요에서 큰 비중을 차지할 전망입니다(자료 
10 참조). 모델이 전 세계에 배포되면, 수백만 건의 쿼리와 
애플리케이션 요청을 처리해야 하므로 막대한 연산 자원이 
필요합니다. 

당사 예측에 따르면, 2030년경에는 전체 AI 연산 수요의 약 
75%가 추론에서 발생할 것입니다.21 하나의 목표를 달성하기 
위해 수십 개의 모델을 연쇄적으로 호출하는 복잡한 AI 
에이전트의 등장이 추론 관련 수요에 박차를 가할 것입니다. 
이러한 변화로 인해 데이터센터 설계는 대규모 학습 작업뿐 

아니라, 대량의 추론 트래픽 처리에 최적화되는 방향으로 
발전할 것입니다. 

양자양자 컴퓨팅컴퓨팅 
양자 컴퓨팅은 복잡한 문제를 기존 컴퓨터보다 훨씬 빠르게 
처리할 잠재력을 지니며, 장기적으로 AI 성능을 향상시킬 
가능성이 있습니다. 다만, 양자 컴퓨팅이 주류 AI 작업에 
영향을 미치기까지는 최소 5년 이상이 걸릴 것으로 보입니다. 
구글의 윌로우 칩과 같은 초기 프로토타입 시스템은 오류 
감소 측면에서 진전을 보였습니다. 에퀴닉스, 텔레포니카와 
같은 일부 코로케이션(위탁배치) 사업자는 이미 양자 
컴퓨터를 기존 서버와 함께 호스팅하기 시작했습니다. 

결국 양자 컴퓨터도 안정적인 전력 공급, 특수 냉각(주로 
극저온 방식), 진동 및 전자기 간섭 차단 등 AI와 유사한 인프라 
지원이 필요해질 것입니다. 이에 따라 향후 데이터센터는 
양자 하드웨어를 수용하기 위해 극저온 냉각 루프나 자기 
차폐 설비 같은 구조적 개조가 필요할 수도 있습니다. 
현시점에서 실질적인 AI 인프라 계획의 초점은 여전히 GPU 및 
텐서처리장치(TPU)에 맞춰져 있습니다. 

이에, 브룩필드의 접근 방식은 양자 컴퓨팅 기술의 발전을 
면밀히 모니터링하는 한편, 기술이 성숙하고 고객 수요가 
발생할 시점에 맞춰 양자 노드를 자사 시설에 통합할 수 
있도록 준비를 갖추는 것입니다. 

자료 10 2030년까지년까지 미래미래 AI 연산연산 수요의수요의 약약 75%가가 추론에서추론에서 발생할발생할 전망전망 

글로벌글로벌 전력전력 소비량소비량(GW) 

출처: 브룩필드 내부 리서치. 

AI 학습 AI 추론 
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로보틱스로보틱스 
우리는 지금 AI 모델과 로보틱스가 물리적 인프라 시스템과 
융합되는 새로운 시대에 진입하고 있습니다. 그 운영을 
위해서는 확장 가능한 실제 환경과 인프라가 필요합니다. 

로보틱스는 크게 목적 특화형과 범용형으로 
구분됩니다. 젠슨 황 엔비디아 CEO의 말에 따르면, 인간 
형태(휴머노이드)의 범용 로봇은 이미 세상이 인간에 맞춰 
만들어져 있다는 점에서 가장 중요한 기회입니다. 

지난 2년 동안 멀티모달 AI, 합성 데이터 생성, 정교한 동작 
제어 기술의 비약적 발전에 힘입어 휴머노이드 분야에 큰 
진전이 있었습니다. 휴머노이드 로봇의 생산량은 향후 
10년 이내에 수백만 대 수준에 달할 것으로 예상되며, 이는 
노동력의 구조 재편과 GDP에 영향을 미칠 것입니다. 

아직 초기 단계이지만, 향후 10~15년 내에 도입 추세가 
‘S자 곡선’을 그리면서 대규모 자본 투자 사이클이 형성될 
전망입니다.22 

기술기술 진부화진부화 
AI 하드웨어는 혁신 속도가 매우 빠르기 때문에 인프라에 
지속적인 진부화 리스크가 존재합니다. 클라우드 
하이퍼스케일러들은 자체 개발한 가속기(예: Google TPUv7, 
AWS Trainium)를 선보이고 있으며, 주요 GPU 및 ASIC의 
세대 교체 주기는 이제 12~18개월에 불과합니다. 냉각 및 
전력 표준도 변화 중이며, 랙 하나당 전력 밀도는 100kW를 
초과할 것으로 예상됩니다.23 액체 냉각 시스템을 갖춘 
신규 데이터센터를 구축하려면 전력 밀도가 낮은 기존의 
데이터센터 대비 메가와트(MW)당 자본지출이 평균 약 100만 
달러 증가하는 것으로 추정됩니다.24 

AI 허브가 이러한 기술 진부화를 방지하려면, 새로운 
칩과 폼팩터가 출시될 때 전력 및 냉각 시스템을 신속히 
업그레이드할 수 있는 모듈형 설계가 필요합니다. 핵심은 
유연성입니다. 예를 들어, 향후 침지 냉각 시스템을 도입할 
수 있도록 공간과 배관 설비를 미리 고려하여 설계하는 
것입니다. 

브룩필드는 프로젝트에서 유연한 적응성을 확보하고 장비 
공급업체와의 긴밀한 파트너십을 유지함으로써 기술 진화에 
발맞춰 시설 교체가 가능하도록 준비하여 진부화 리스크를 
최소화합니다. GPU 인프라 운용 측면에서는, 자산의 
유효 수명 동안 안정적 수익을 확보하기 위해 우량한 거래 
상대와 최소 고정요금이 설정된(take-or-pay) 장기 계약을 
체결하고자 합니다. 
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AI 도입 
시 기업 
리스크의 
완화 
기업은 AI를 도입하는 과정에서 중요한 
의사결정들을 내려야 합니다. 폐쇄형 또는 
오픈소스 AI 모델 중 하나를 선택하고, 
핵심 인프라를 직접 구축할지 아니면 
구매할지, 자체 AI 인력을 개발할지 아니면 
외부 파트너를 고용하여 모델을 구축할지 
결정해야 합니다. 또한 AI 기반 제품이 
개인정보 보호 및 고객 경험에 미치는 새로운 
영향도 고려해야 합니다. 

많은 대기업이 하이브리드 인프라 전략을 추구합니다. 
실험적 용도로 사용하거나 수요가 급증하는 시기에는 
클라우드 사업자로부터 단기적으로 GPU 용량을 임차하는 
한편, 민감한 작업을 처리하기 위해서는 독자적인 AI 
클러스터를 구축하거나 코로케이션(위탁배치) 방식을 
선택하는 것입니다. 기업은 입지 선정, 전력 조달, 냉각 
설계, 운영 등에서 풍부한 경험을 보유한 운영 사업자와 
협력함으로써 그들의 전문성을 활용하고 확장 과정의 
리스크를 줄일 수 있습니다. 

금융, 헬스케어, 제조업, 기타 민감한 산업 분야의 기업들은 
독자적 인프라 투자를 확대하여 자체 모델을 개발하고, 
데이터 및 지식재산(IP)을 보호하며, 규제 요건을 충족하려 할 
것입니다. 

AI 인프라 투자가 확대됨에 따라, 이해관계자들은 다음과 
같은 주요 과제를 신중히 관리해야 합니다. 

•		  기술기술 변화변화: AI 모델과 하드웨어가 지속적으로 
발전하는 만큼, 인프라도 이에 맞춰 유연하게 적응할 
수 있어야 합니다. 반도체 세대가 진화하고 ‘시스템 
2’ AI 아키텍처가 발전하는 동안, 시장 참여자들은 
데이터센터를 업그레이드하거나 재구성할 준비를 
갖춰야 합니다. 

•		  시장시장 경쟁경쟁: AI 인프라 자원에 대한 높은 수요는 관련 
자산의 밸류에이션을 끌어올릴 수 있습니다. 엄격한 
진입 전략을 수립하고 하방 리스크를 구조적으로 완화할 
수 있는 깊은 전문성이 요구됩니다. 

브룩필드의 포트폴리오 회사인 트리톤은 세계 최대 규모의 복합운송 컨테이너 
임대사업자입니다. 

•		  공급망공급망 병목병목 현상현상: GPU, 특수 냉각 부품, 고급 메모리는 
공급이 제한적이며 납기가 지연되고 있습니다. 수십 
년의 경험을 통해 구축된 긴밀한 공급망이 효율적 
운영을 위해 매우 중요합니다. 

•		  규제규제 환경환경: 정부의 규제 요건은 프로젝트의 
경제성에 영향을 미칠 수 있습니다. 예를 들어, EU의 
인공지능법(AI Act)은 ‘고위험’ AI 시스템에 대해 새로운 
요건을 부과할 예정입니다. 여기에는 데이터의 역내 
저장 의무나 투명성 요건 등 역내 데이터센터 투자를 
뒷받침하는 규정이 포함할 수 있습니다. 주요 국가와 
긴밀한 관계를 유지하는 것이 진정한 경쟁우위를 
제공합니다. 

브룩필드가 디지털 자산과 재생에너지 자산을 모두 
장기적으로 소유한 경험은 글로벌 플랫폼에서 통합형 
솔루션을 제공할 때 전략적 강점으로 작용합니다. 
(예: 청정에너지 온사이트 발전으로 가동되는 AI 전용 
데이터센터 구축 등) 브룩필드는 규모, 리스크 인식, 운영 
전문성을 바탕으로 하이퍼스케일러, 정부, AI 개발자 모두와 
장기 파트너십을 구축하고, AI 밸류체인을 지속 가능한 
위험조정수익을 창출하는 구조로 전환하고 있습니다. 
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“향후향후 20년간 첨단 로보틱스 년간 첨단 로보틱스 

및 서비스 분야에서및 서비스 분야에서 AI 
모델이 가져올 생산성 모델이 가져올 생산성 

향상은 전례 없는 수준일 향상은 전례 없는 수준일 

것입니다것입니다 ... 우리는 지금우리는 지금 
‘대투자 시대대투자 시대’의 한가운데에 의 한가운데에 

있습니다있습니다.” 
– Bruce Flatt, 브룩필드 CEO 

AI 비전의 
실현과 확장 
AI는 챗봇부터 강인공지능(AGI)을 거쳐 
언젠가 초인공지능(ASI)으로 진화할 것입니다. 
이 과정은 자본 집약적이고 기술적으로 
복잡한 물리적 인프라에 의존해야 하며, 
선도 기업들이 차세대 기술의 주도권을 쥐고 
있습니다. 

브룩필드는 이 분야에 대한 광범위한 연구를 바탕으로 다음과 
같은 주요 시각을 정리했습니다. 

•		  AI는는 혁신적인혁신적인 범용범용 기술기술로 광범위한 파급효과를 
가졌습니다. 중기적 관점에서, AI는 자동화를 통해 세계 
경제에 10조 달러 이상의 추가적 경제 가치를 창출할 
잠재력을 가지고 있습니다. 장기적 관점에서, AI는 초인적 
지능과 대규모 로봇 자동화가 주도하는 ‘풍요의 시대’를 
열 수 있습니다. 

•		  시장시장 성장이성장이 지속될지속될 것것이며, 스케일링 법칙, 모델 효율성 
향상에 따른 단위비용 하락, 국가 차원의 연산 자원 확보 
수요가 그 성장세를 견인할 것입니다. 

•		  향후향후 10년간년간 AI 관련관련 전력전력 수요가수요가 100GW를를 초과할초과할 
것것으로 브룩필드는 전망합니다. 또한, 이를 위해 주요 
시장 전반에 7조 달러 이상의 자본이 필요할 것으로 
예상합니다. 

과거 증기기관, 전기, 전화가 그러했듯, AI 역시 전 세계 경제를 
근본적으로 변화시킬 것입니다. 다만, 이를 위해서는 대규모 
확장을 뒷받침할 필수 인프라가 구축되어야 합니다. 과거의 
모든 혁명에서 역사의 흐름을 바꾼 것은 기술적 돌파구 그 
자체만이 아니라, 그 기술이 대중적으로 확산될 수 있게 한 
시스템이었습니다. AI의 발전 궤적이 일정한 직선은 아닐 수 
있지만, 위로 향하는 것은 분명합니다. 이를 뒷받침하는 것은 
더 많은 데이터, 더 많은 연산, 더 많은 전력입니다. 

AI가 단순히 뉴스 헤드라인을 장식하는 수준에서 벗어나 
실제 산업 전반에 깊이 통합되는 단계로 나아감에 따라, 관련 
인프라의 대규모 구축과 운영이 막대한 과제를 안겨주는 
동시에 새 시대의 결정적 투자 기회로 자리 잡고 있습니다. 
브룩필드는 디지털 및 에너지 인프라 분야에서 쌓은 오랜 
경험을 바탕으로 AI의 물리적 기반 구축을 선도할 수 있는 
독보적인 위치에 있습니다. 인류는 과거 산업혁명 시기에 철도, 
전력망, 통신망을 구축해 혁신을 실현했던 것처럼, 이제는 AI 
시대를 가동시킬 시스템을 구축하고 있습니다.

글로벌 재생에너지 선도 기업이자 브룩필드의 포트폴리오 회사인 
네오엔(Neoen)은 배터리 스토리지 시스템을 활용해 발전 시설에 필수적인 
기저부하 전력을 공급합니다. 



부록부록: AI란란 무엇인가무엇인가? AI의 기반 다지기 

지능 단계지능 단계 핵심핵심 역량역량 예시예시 활용활용 사례사례

약인공지능(ANI) 단일 영역에서의 전문성 ChatGPT/GPT-4급의 LLM
고객지원 챗봇, 콘텐츠 생성, 제품 추천,  
차량 차선 유지

강인공지능(AGI) 인간 수준의 범분야 추론
자율적 문제 해결이 가능한 미래 
LLM 시스템

자율적 연구 보조, 다기능 디지털 작업자,  
적응형 로보틱스

초인공지능(ASI)
인간을 초월한 인지 능력,  
자기 개선

수백만 개의 가상 에이전트를 
운용하는 가상의 자기 개선형 LLM

신속한 과학적 발견, 거시적 글로벌 최적화,  
전 지구적 규모의 실시간 전략
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부록: AI란 
무엇인가? 
인공지능은 인간의 인지 능력과 의사결정 
능력을 모방하도록 설계된 범용 기술입니다. 

그 핵심에는 방대한 데이터를 읽고 그 안에서 패턴을 찾아 
학습하는 소프트웨어 코드가 있습니다. 이 모델은 발견한 
패턴을 처리하여 학습 기반으로 예측을 수행합니다. 이 두 
과정은 일반적으로 ‘학습’과 ‘추론’으로 알려져 있습니다. 
AI라는 용어는 50년 전에 등장했지만, 과학의 비약적 발전과 
대규모 연산 클러스터에 대한 접근성 향상으로 인해 AI 
혁신이 가속화되었고, 2022년 ChatGPT의 등장을 맞이해 
폭발적으로 확산됐습니다. 

실제 활용되는 AI의 역량은 정교함의 수준에 따라 
약인공지능(ANI), 강인공지능(AGI), 초인공지능(ASI)으로 
구분하는 경우가 많습니다(자료 11 참조). 

약인공지능약인공지능(ANI) 
약인공지능(Artificial Narrow Intelligence, ANI)은 특정 
작업에는 탁월하지만(예: 맞춤형 광고, 음성 인식 등) 
범용적인 적응력이 부족한 알고리즘으로 구성됩니다. 현재 
상용화되어 운영 중인 AI 모델 대부분은 이 범주에 속합니다. 
특정 영역에서는 뛰어난 성능을 보이지만, 다른 영역에서는 
동일한 능력을 안정적으로 발휘하지 못하기 때문입니다. 
OpenAI의 GPT-4, 구글의 Gemini 2.5, xAI의 Grok 3, 
앤트로픽의 Claude, 메타의 Llama, 딥시크의 R1 등 최첨단 
대형언어모델(LLM)조차도 마찬가지입니다. 텍스트 예측, 
문서 요약, 코드 생성 등에는 탁월하지만, 새로운 학습이나 
인간의 지침 없이는 낯선 문제를 자율적으로 해결할 수 
없습니다. 실제로 ANI는 고객지원 챗봇, 콘텐츠 추천 엔진, 
차량의 운전 보조 시스템(차선 유지 기능)과 같은 용도로 
활용됩니다. 

강인공지능강인공지능(AGI) 
강인공지능(Artificial General Intelligence, AGI)은 인간 
수준의 범용성, 추론, 계획, 학습 능력을 갖춰 경험하지 못한 
과업까지 수행할 수 있는 미래형 시스템을 의미합니다. 많은 
연구자들은 진정한 AGI에 도달하려면 연산 능력이 지난 5년 
동안 향상된 것과 같은 수준으로 다시 한번 향상돼야 한다고 
주장합니다. 최신 모델의 학습에 사용된 연산량이 지난 10년 
동안 매년 4~5배씩 증가했다는 점을 고려할 때, 지금과 같은 
스케일링 법칙이 지속된다면 2030년 전에 AGI를 달성할 수 
있다고 판단할 만한 근거가 있습니다.25 

이미 ‘스크래치패드’ 추론과 같은 초기 기법을 통해 현재의 AI 
모델에서도 범용 문제 해결력의 단초가 포착되고 있습니다. 
이는 GPT-4 수준의 성능과 인간 수준의 역량 간 격차가 
예상보다 빠르게 좁혀질 수 있음을 시사합니다. 예를 들어, 
미래의 AGI는 코딩을 다시 하지 않아도 새로운 문제에 즉시 
적응하는 자율 연구 보조원이나 다기능 디지털 작업자를 
구현할 수 있을 것입니다. 이러한 AI의 비약적 발전에도 
불구하고, 인간 수준의 지능은 최종 목표라기보다 그다음 
단계인 ‘초지능’으로 나아가기 위한 발판에 불과해 보입니다. 

초인공지능초인공지능(ASI) 
AGI 너머에는 초인공지능(Artificial Superintelligence, 
ASI)이 있습니다. AI 시스템이 과학과 전략은 물론 창의성, 
감성 지능에 이르기까지 모든 분야에서 인간의 인지 능력을 
압도적으로 능가하는 가상의 단계입니다. AI가 스스로 더 
뛰어난 AI를 설계할 수 있게 되면, ‘인텔리전스 폭발’이라는 
피드백 루프가 형성되어 수십 년의 연구개발(R&D) 과정을 
불과 몇 달로 압축할 수 있을 것입니다. 그 결과로 ‘생산성 
충격’이 올 것입니다. 수억 명의 지치지 않는 가상의 
‘연구자’들이 끊임없이 반복 작업을 수행하며 모든 산업 
구조를 재편할 가능성이 있습니다. ASI 시나리오에서는, 
스스로 진화하는 AI가 수백만 개의 협업 에이전트를 투입하여 
기후 변화 대응, 의학 연구, 실시간 글로벌 전략 기획을 
동시에 수행할 수 있으며, 인간으로 구성된 조직은 따라갈 수 
없는 속도를 냅니다. 

자료 11 범주별범주별 AI 역량역량 
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용어용어 

AI 팩토리팩토리: 고성능 컴퓨팅 파워, GPU와 같은 특수 하드웨어, 방대한 저장 용량, 냉각 시스템을 갖춘 대규모 디지털 허브로, 이 
모든 요소가 결합되어 AI 모델의 학습과 배포를 뒷받침합니다. 

풍요의풍요의 시대시대: AI와 같은 기술 혁신이 주도하는 미래상으로, 접근성이 좋은 저비용의 상품, 서비스, 기회를 제공함으로써 
사람들이 목표를 달성하고 보다 충만한 삶을 영위할 수 있도록 만든다는 개념입니다. 

AI 에이전트에이전트: 계획 수립, 전략 설정, 과업 수행을 스스로 실행할 수 있으며, 주로 변화하는 환경에 적응할 수 있는 AI 시스템을 
의미합니다. 

소비자소비자 측측 분산설비분산설비(behind-the-meter, BTM): 전력 공급망에서 소비자 측에 설치되는 전력 솔루션으로, 사용자가 송전망에 
의존하지 않고 자체적으로 전력을 생산, 저장, 관리할 수 있도록 합니다. 

순환순환 경제경제: 기존 자원과 제품을 가능한 한 오래 활용하기 위해 공유, 임대, 재사용, 수리, 리퍼비시, 재활용 등을 통해 생산·소비 
구조를 순환시키는 모델입니다. 이를 통해 제품 수명을 연장하고 폐기물을 최소화합니다. 

연산연산(Compute): 연산 능력(computational power)의 약칭에서 시작된 용어로, 복잡한 계산을 수행하거나 소프트웨어 
애플리케이션을 실행할 수 있는 컴퓨터 시스템의 처리 역량을 지칭합니다. 

AI 프론티어프론티어 연구소연구소: 최첨단 AI 분야에서 활동하며, 특히 AI의 기술적 한계를 확장하는 범용 또는 고성능 모델을 개발하는 
기관입니다. 

기가와트기가와트(GW): 10억 와트에 해당하는 전력 단위로, 샌프란시스코 같은 중형 도시를 가동시킬 수 있는 규모의 전력입니다. 

제번스의제번스의 역설역설: 경제학자 윌리엄 스탠리 제번스의 이름을 딴 이론으로, 자원(예: 전력) 사용량이 증가하면 역설적으로 소비가 더 
늘어날 수 있다는 현상을 설명합니다. 효율성이 높아질수록 해당 자원의 단가가 낮아지고 매력도가 높아지기 때문에 발생하는 
현상입니다. 

무어의무어의 법칙법칙: 인텔 공동 창립자 고든 무어가 제시한 법칙으로, 반도체에 집적되는 트랜지스터 수가 약 2년마다 두 배로 
증가하면서도 비용 상승은 최소화된다는 내용입니다. 

양자양자 컴퓨팅컴퓨팅: 아원자 입자가 동시에 여러 상태로 존재할 수 있다는 양자역학의 원리를 활용해, 기존 컴퓨터보다 훨씬 빠르게 
연산하는 기술입니다. 

S자자 곡선곡선: 최근 수십 년간의 기술 혁신은 대부분 비슷한 패턴, 즉 S자 형태의 성장 곡선을 따릅니다. 기술은 처음에는 비용이 
많이 들고, 부피가 크며, 널리 보급되지 않습니다. 핵심 원리가 정립되는 동안에는 개선 속도가 더딥니다. 이후 급격한 혁신과 
대중적 확산의 시기가 뒤따르며, 시간이 더 지나면 유의미한 개선이 둔화되고 신규 사용자도 감소합니다. 26 

스케일링스케일링 법칙법칙: AI 모델의 성능이 학습 데이터, 모델 파라미터, 연산 능력 증가에 따라 어떻게 향상되는지 설명하는 개념입니다. 

스크래치패드스크래치패드 추론추론: AI 모델이 최종 답을 내기 전에, 중간 과정과 의사결정 단계를 보여주도록 지시하는 기법입니다. 

시스템시스템 2 아키텍처아키텍처: 패턴 인식 등 단순 작업을 빠른 의사결정으로 처리하는 ‘시스템 1’ 아키텍처와 달리, 계획 수립이나 논리적 
추론 등의 과업에 적합하도록 느리지만 신중하게 사고하는 AI 구조입니다. 

생각생각 토큰토큰: AI 모델이 언어를 처리하고 이해할 때 사용하는 텍스트 기본 단위를 가리킵니다. 
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본 문서에 포함된 정보와 견해는 명시된 작성일을 기준으로 하며, 사전 고지 없이 변경될 수 있습니다. 본 문서에 포함된 일부 정보는 브룩필드 
내부 리서치를 기반으로 작성되었으며, 일부는 브룩필드가 설정한 여러 가정에 기반하고, 이러한 가정 중 일부는 부정확할 수 있습니다. 
브룩필드는 본 문서에 포함된 정보(제3자가 제공한 정보를 포함)에 대해 그 정확성이나 완전성을 검증하지 않았으며, 이를 검증할 의무도 지지 
않습니다. 따라서 브룩필드가 해당 정보를 검증한 것으로 간주해서는 안 됩니다. 본 문서에서 제공된 정보는 브룩필드의 관점과 판단을 반영한 
것입니다. 

투자자는 브룩필드가 조성 및 운용하는 펀드를 포함하여 일체의 펀드 또는 프로그램에 투자하기 전에 반드시 본인의 자문가와 상담해야 
합니다. 

AI의 기반 다지기 

https://artificialanalysis.ai/providers/openai
https://www.ft.com/content/e85e43d1-5ce4-4531-94f1-9e9c1c5b4ff1
https://blog.google/outreach-initiatives/sustainability/google-kairos-power-nuclear-energy-agreement/#:~:text=Today%252C%20we%2527re%20building%20on,electricity%20grids%20around%20the%20world
https://www.enverus.com/ebooks/2025-interconnection-queue/
https://ai.meta.com/blog/llama-4-multimodal-intelligence/
https://artificialanalysis.ai/providers/deepseek
https://www.datacenterdynamics.com/en/marketwatch/the-path-to-power/#:~:text=%25E2%2580%259COver%20the%20last%20decade%252C%20data,research%20analyst%20at%20451%20Research.
https://epoch.ai/blog/training-compute-of-frontier-ai-models-grows-by-4-5x-per-year
https://medium.com/groveventures/technologys-favorite-curve-the-s-curve-and-why-it-matters-to-you-249367792bd7
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브룩필드브룩필드  소개소개 

브룩필드 자산운용(Brookfield Asset Management)은 뉴욕에 본사를 둔 글로벌 대체자산 운용사로, 업계를 
선도하고 있으며 운용자산(AUM) 규모는 1조 달러 이상입니다. 장기적 관점에서 고객 자본을 운용하며, 세계 경제의 
근간을 이루는 실물자산과 필수 서비스 사업에 중점을 둡니다. 또한, 공공·민간 연기금, 대학 기금 및 재단, 국부펀드, 
금융기관, 보험사, 개인 자산가 등 전 세계 투자자에게 폭넓은 대체투자 상품을 제공합니다. 

2,000억 달러 이상의 자산을 보유하고 있으며, 세계 최대 규모의 핵심 인프라 자산 투자자이자, 소유자이자, 운영사 
중 하나입니다. 120년에 걸친 투자 경험을 기반으로 포트폴리오를 구성하며, 진입장벽과 희소성이 높은 우량 
기업들에 대한 다각화된 투자 기회를 제공합니다. 전 세계 약 6만 1,000명의 직원과 220명의 전문 인력이 글로벌 
팀에서 근무하고 있으며, 이를 통해 데이터, 운송, 유틸리티, 미드스트림 섹터의 자산을 소유·운영하고 안정적 
현금흐름과 회복탄력성에 중점을 둡니다. 

자세한자세한  내용은내용은 brookfield.com/our-businesses/infrastructure에서에서  확인하실확인하실  수수  있습니다있습니다.
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